
UNIT – IV
Information Theory and Source Coding: Discrete message and
information content, Concept of amount of Information- Average
Information, Entropy, Information Rate, Mutual Information and its
properties; Source Coding to increase Average Information per bit-
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properties; Source Coding to increase Average Information per bit-
Source coding theorem, Shannon-Fano Coding, Huffman Coding;
Channel Capacity of Gaussian Channel-Band width-S/N trade off.



1.Information is the source of a communication system, whether it is analog or digital.
2.Information theory is a mathematical approach to the study of coding of information along
with the quantification, storage, and communication of information. Information theory
examines the utilisation, processing, transmission and extraction of information.
The information communication over noisy channels, this theoretical concept was formalised by
Claude Shannon (in his work called A Mathematical Theory of Communication) in 1948. In his
work, information is considered as a group of possible messages. The main goal is to transfer
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work, information is considered as a group of possible messages. The main goal is to transfer
these messages over noisy channels and to have the receiving device redevelop the message
with negligible error probability (regardless of the channel noise).



Information theory is a mathematical approach to the study of coding of information 
along with the quantification, storage, and communication of information.
Conditions of Occurrence of Events
If we consider an event, there are three conditions of occurrence.
 If the event has not occurred, there is a condition of uncertainty.
 If the event has just occurred, there is a condition of surprise.
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 If the event has just occurred, there is a condition of surprise.
 If the event has occurred, a time back, there is a condition of having some      
information.
These three events occur at different times. The differences in these conditions help us 
gain knowledge on the probabilities of the occurrence of events









Joint entropy
There is probability p(x), p(y) and joint probability p(x,y), 
we can define entropy H(X) and joint entropy H(X,Y). 



Conditional entropy
Suppose we have two random variables X and Y. Suppose that we know the outcome of X, and 
the question is, how much entropy is "left" in Y





With memory as group of symbols





















Shannon Fano Algorithm is an entropy encoding technique for lossless 
data compression of multimedia.

















The Huffman coding is widely used in data compression techniques. It 
is used for both encoding and decoding.















Assumption1









Conditional differntial entropy
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Noise power



Channel Capacity of Gaussian Channel-Band width-S/N trade off


















